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Abstract
The traditional corporate financial diagnosis method is susceptible to the choice of 
accounting policies, and there are serious lags, one-sidedness and limitations. A 
financial management information system based on improved genetic algorithm is 
proposed based on the financial management information system data mining and 
clustering analysis model framework, and based on the financial analysis related 
knowledge. By adopting the event-driven architecture, a financial management infor-
mation system model based on data mining technology is constructed, which not 
only enables the data warehouse and data mining technology to play a role in deci-
sion support, but also enables the financial information and non-financial informa-
tion of enterprises to be fully utilized. By extracting financial data, using the above 
decision tree classification algorithm for data mining, classifying tests according to 
subject categories and business processes, and evaluating the accuracy of the predic-
tion results, and then determining whether the classification algorithm is selected. 
The test and analysis of the national tax financial analysis system were completed, 
and three public data sets and three national tax financial expenditure data sets were 
selected, and the algorithm was tested on the experimental platform. The test results 
show that the algorithm show good performance for large-scale data sets, especially 
financial expenditure data sets, and the test accuracy rate is not only stable but also 
maintains a relatively high range.
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1  Introduction

With the development of information technology, a variety of application pro-
cessing systems have emerged, resulting in a large amount of data information, 
which may contain extremely important knowledge. To discover the unknown and 
potential value hidden in the data, the traditional information processing methods 
obviously can not meet such high-level requirements. Therefore, it is necessary 
to make a deep analysis of the data in some way, extract the implicit informa-
tion between the data, and form a set of analysis models, calculate and classify 
the data according to the quantitative indicators, and get the final analysis results 
(Chi et al. 2014; Tong et al. 2017; Zacharewicz et al. 2016). The process of data 
mining begins with defining specific problems, selecting mature algorithms 
according to the goal of data mining, extracting data from database or data ware-
house, preparing and pre-processing data, and constructing data model. Evaluate 
the analysis data, adjust the structure of the model, reduce the errors of the actual 
system, and submit it to the relevant personnel for reference as assistant decision-
making information (Singh 2017; Younus et al. 2015).

With the deepening of financial reform, China’s banking industry is facing 
unprecedented challenges, banking reform is imperative. While carrying out the 
reform, the banks have also increased their investment in information system con-
struction, in order to use the operation of these information systems, comprehen-
sively integrate banking business and management data, improve the scientific 
accuracy of their decision-making, so as to enhance their core competitiveness 
(Xiao et  al. 2014; Bider and Jalali 2016; Das and Padhy 2018). It brings many 
benefits, but there are also many problems, such as: the whole bank branches do 
not have a unified management system, various types of data do not have central-
ized management, the system of cost management is not perfect, the system is 
not open enough to communicate effectively with other system databases. With 
the intensification of market competition in recent years, various enterprises con-
tinue to improve the company structure, or attract investment, or implement the 
joint-stock system, the intensification of enterprise competition also makes the 
competition between commercial banks more intense (Engel et al. 2016; Iquebal 
et al. 2014). Commercial banks must strengthen all aspects of reform and innova-
tion in order to adapt to the development and change of the market. Improving the 
financial management system of banks has become an inevitable choice for com-
mercial banks.

Under the traditional architecture, the highly integrated financial information 
ultimately output by the financial information system can not usually meet the 
real-time information needs of users. At the same time, the demand for non-finan-
cial information is neglected. In this paper, using modern data warehouse and data 
mining technology, the author adopts business event-driven architecture, i.e. busi-
ness events as the atomic unit of financial processing, to store the complete data 
of business events in the data warehouse, and to establish two subsystems at the 
same time (Macas 2014; Mikalef et  al. 2017). Financial information processing 
subsystem can generate and provide various forms of financial and non-financial 
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information in real time according to the requirements of users. Financial man-
agement decision-making subsystem does not have to wait for the result data pro-
cessed by the previous subsystem, but can directly access the data needed by the 
business process in the data warehouse (Guo et  al. 2016; Cavuoti et  al. 2014; 
Chang and Lin 2015). Genetic algorithm is a random search algorithm based on 
biological evolution theory. Because of its strong robustness, adaptability and 
implicit parallelism, it can quickly and effectively perform global optimization, 
which plays an important role in data mining technology. It has long been used 
in many aspects of artificial intelligence, and is one of the important methods 
for data mining and knowledge discovery. The algorithm is a global optimization 
algorithm, which is generally applied to find the optimal solution in a problem 
set, and is especially suitable for solving multi-objective optimization problems 
(Xie et  al. 2015; Breuker et  al. 2014; Zoet and Versendaal 2014). Drawing on 
the theory of biological evolution, the genetic algorithm simulates the problem to 
be solved as a process of biological evolution, using the fitness value to identify 
the individual’s evolutionary ability, generating the next-generation solution by 
selecting operations such as crossover and mutation, and phasing out the fitness 
during the evolution process. A solution with a lower function value increases the 
solution with a higher fitness function value. After multiple recursive loops, it is 
very likely that the individual with the highest fitness function value will evolve 
after a certain stage of evolution.

There is a lot of information available in massive data. How can we use mature data 
mining technology and mining algorithm to obtain the relationship between financial 
data and the internal relationship of business from this information, form decision-
making to provide leadership, help leadership deploy and carry out work? This will 
improve the efficiency and quality of the entire financial sector, which is the direction 
and purpose of this paper. Using advanced information analysis tools and deep data 
mining analysis methods, according to the direction of business data flow, the data 
information with decision-making nature in the national tax financial data is exca-
vated (Kaiser et al. 2013). That is to say, from simple query to knowledge mining from 
financial data, the knowledge found has specific preconditions and constraints, all of 
which are specific to financial analysis of state tax. The financial data analysis system 
will extract data sets from the database of the national tax financial system, and form 
knowledge decision-making according to the application scope of the data of account-
ing subjects, thus separating leaders and cadres from the complicated business data and 
providing assistant decision-making management for leaders at all levels (Wu 2015; 
Wu et al. 2018). Timely budget and allocation for the next year, improve the utilization 
of state tax financial data, and standardize the implementation of the financial system to 
make great contributions.
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2 � Overview of data mining technology

2.1 � Data mining

In the world of massive data information, data mining is the process of mining use-
ful knowledge from these data. With the development of information technology, a 
large number of data and information accumulate, and find valuable, non-dominant 
information in a large number of databases, and then make decisions based on these 
information. It enables many organizations, such as banks, financial services institu-
tions, hospitals, retail stores and government agencies, to obtain a large number of 
available data sets, databases or data warehouses. In order to obtain the maximum 
value of these databases or data warehouses, data mining is an essential part of mak-
ing key business decisions (Ke et al. 2018; Ng and Khor 2015). Data mining is the 
process of extracting useful information and knowledge hidden in a large number of 
incomplete, noisy, fuzzy and random data, which people do not know beforehand, 
but have potential. Data sources are diverse, and must be real, massive and noisy. 
Knowledge is the result of data mining. It is based on data sources, analyzing and 
reasoning data, obtaining rules, rules, assertions and so on, and discovering knowl-
edge that users are interested in. The specific flow chart is as shown in Fig. 1.

The knowledge discovered by data mining usually includes the following kinds: 
generalized knowledge, which is a general description of the common characteris-
tics of the same kind of things. What is discovered is a general, higher level and 
macro knowledge, which is the abstraction, generalization and refinement of data. 
Differential knowledge reflects the difference in nature between different things. 

Fig. 1   Sketch of data mining process
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Predictive knowledge predicts future data based on existing data. Relevant knowl-
edge reflects the relationship between different things. If there is some relationship 
among multiple attributes, other attribute values can be predicted according to the 
attribute values of one item. Clustering knowledge is to classify data sets according 
to the common trends and patterns of data, so that the similarity of data within a 
class is the highest, and the difference of data between classes is the greatest.

The process of data mining can be divided into the following steps (Kridel and 
Dolk 2013):

1.	 Goal definition
	 A clear and clear business goal is the key to the success of any data mining 

project. For some projects, its business may be relatively clear, but for most data 
mining projects, it is difficult to give a very clear business objectives. Therefore, 
as a business decision maker of a project, it is very important to make a clear 
description of the relevant business logic and mining objectives before the project 
starts. Otherwise, aimless data mining is clearly not successful.

2.	 Data processing
	 Data processing mainly includes data collection and selection. Data collection 

methods can be varied, mainly depending on the open source of data and project 
funding considerations. Some data can be purchased directly from specialized 
data collection companies, such as census data, household registration data and 
personal file data. However, some data acquisition is more troublesome, if we 
need data acquisition difficulties, or even the relevant data does not exist at all, 
then it is imperative to investigate and collect data independently. The goal of data 
mining determines how to collect data. The main task of this step is to identify 
and collect data that can be used for mining.

3.	 Data conversion
	 After the above two steps, in most cases, data is also needed to be transformed. 

The transformation method is decided mainly by data mining type, mining tool 
and mining technology. Several typical transformation methods: reorganization 
classification, symbol conversion into numerical value, mathematical transforma-
tion and so on. When data transformation is completed, we can do data mining.

4.	 Data mining
	 Data mining is the core of this project. Generally speaking, the main data mining 

methods are clustering analysis, prediction model, time series analysis and link 
analysis.

5.	 Outcome assessment
	 The result evaluation refers to transforming the results of data mining into busi-

ness value, that is, based on the knowledge extracted by data mining, providing 
reasonable advice for the actual business and transforming it into a model that 
the user can understand.

The basic steps are shown in Fig. 2.
The task of data mining is to mine potential rules, patterns and knowledge 

from massive historical data. Its task determines its function. Generally speaking, 
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data mining technology has two basic functions, that is, description function and 
prediction function. There are 4 main tasks of data mining in task Mining:

1.	 Concept description, simplifying and generalizes data characteristics, and general-
izes the connotation of certain objects.

2.	 Find Association rules, analyze some correlation between objects or data, and get 
corresponding rules.

3.	 Clustering, i.e. clustering similar objects, has the greatest similarity among simi-
lar objects and the smallest similarity among different objects.

4.	 Deviation detection can find out the potential valuable difference between the 
results and reference values, so as to obtain useful knowledge.

After years of development and Research on data mining, more and more tech-
nologies are used in data mining system, and the accuracy of the results is get-
ting higher and higher. Because, for a technology that is not quite adapted, other 
methods may work. This is mainly determined by the type and size of the data 
and the type of the problem.

It is believed that with the rapid development of computer technology and the 
increasing complexity of various businesses, the types of data are becoming more 
and more complex, and the amount of data is becoming larger and larger, and data 
mining will play an increasingly important role. Different types of data mining 
use many different technologies. Even different technologies may be required for 
the same type of data mining. What technology is used in data mining depends on 
business issues, data structures, and available computer software packages. The 
most commonly used data mining techniques include decision trees, association 
rules, cluster analysis, statistical analysis, and rough sets.

Fig. 2   Data mining process
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2.2 � Genetic algorithm

The genetic algorithm originated from the study of adaptive behavior of natural 
and artificial systems in the 1960s. It was first proposed by John Holland, a pro-
fessor at the University of Michigan in the United States. It is a simulation of bio-
logical genetic and evolutionary processes in the natural environment, an adap-
tive probabilistic search algorithm for global optimization form, we can solve the 
optimization problem and provide an effective way. The genetic algorithm uses a 
bit string encoding technology, the need for specific problems to generate the ini-
tial population, then the population fitness evaluation and selection, crossover and 
mutation, a series of genetic operation. The process of genetic operation based on 
adaptive method of value selection of excellent individuals in the proportion of 
the current population based, to produce the next generation population through 
crossover and mutation operation, until the desired conditions are thus inherited 
from generation to generation.

Genetic algorithm based on population way to organize search at the same 
time, so you can search the solution space in multiple areas, particularly suitable 
for massively parallel processing. The genetic algorithm is self-organizing, adap-
tive characteristics, using natural selection and simple genetic manipulation, it 
processes the object parameter encoding set instead of the parameters of the prob-
lem itself, so it can make the calculation process is not limited by the constraints 
of the search space, and does not need other auxiliary information. Therefore, 
genetic algorithm can not only achieve higher search efficiency, but also has the 
characteristics of simplicity and ease of operation.

The characteristics of the genetic algorithm has no requirements on state func-
tion, genetic algorithm for a specific problem only after a simple modification can 
be applied in other problems. If some domain knowledge and then adding specific 
problems, or with existing relevant algorithms, it can solve a complex problem, 
and genetic algorithm has good versatility and extensibility. At present, with the 
development of computer technology, genetic algorithm has got more and more 
attention, and in machine learning, pattern recognition, image processing, com-
binatorial optimization, VLSI design and optimization control has been success-
fully applied. Genetic algorithm is a random search algorithm. It can effectively 
use useful information to guide the search by evaluating the fitness of individuals 
and the role of genes in individuals.

The basic idea of genetic algorithm is as follows:

Step 1	� Initialize the operation parameters;
Step 2	� The initial population is generated randomly.
Step 3	� Calculate the appropriate value of individual population.
Step 4	� When the termination conditions are not met, two individuals are selected 

from the father generation, a series of genetic operations (crossover and 
variation) are performed, a new generation of population is generated, and 
a new generation of population is evaluated.
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As shown in Fig. 3, genetic algorithm can provide a better general framework for 
solving complex system optimization problems, which does not depend on specific 
domain knowledge and problem types. Generally, the design of genetic algorithm 
has five basic components:

1.	 Determine the genetic expression of the solution of the problem, that is, choose 
the coding scheme of the problem.

2.	 The method of creating initial population of solution.
3.	 Determine the fitness function based on the appropriate value of individuals, 

which is the fitness function.
4.	 Determine the genetic operators of the next generation of individuals in the pro-

cess of genetic manipulation.
5.	 The determination of the relevant operational parameters of the algorithm. The 

selection of appropriate functions and the design of genetic operators are the main 

Fig. 3   Basic genetic algorithm structure
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problems to be considered in the construction of genetic algorithm, and also the 
key steps in the specific design of genetic algorithm.

2.3 � Cluster analysis

Clustering mining is a very important part of data mining, and it is also one of the 
main tasks of data mining. Clustering is to classify some objects. The similarity 
of objects belonging to the same class is as great as possible, and the differences 
between objects belonging to different classes are as great as possible. The results 
of cluster analysis can also provide some references for association mining in data 
mining. A cluster is a data record with similar characteristics or a subset of the cus-
tomer. The process of gathering data records with similar characteristics and identi-
fying them in this way, or grouping customers and data records, is called clustering. 
The goal of clustering is to divide data into group processes. We study how to clas-
sify objects into several classes without training.

In natural science and Social Sciences, there are a large number of classification 
problems. The so-called category refers to the set of similar elements. Clustering 
is a process of classifying data into different classes or clusters, so the objects in 
the same cluster are very similar, while the objects in different clusters are very 
different. Clustering analysis, also known as group analysis, is a statistical analy-
sis method for classification problems. Clustering analysis is an analysis method in 
data mining. It can analyze data distribution independently and divide similar data 
objects into clusters according to the characteristics of data. Clustering analysis is 
applied to various fields, such as data mining, pattern recognition, statistics, machine 
learning and so on. The goal of cluster analysis is to classify data on a similar basis. 
Clustering technology is applied in various fields. It is mainly used to measure the 
similarity between different data and to divide data objects into different clusters. In 
business, market analysts use clustering technology to analyze consumers’ consump-
tion records, and conclude different types of consumers’ consumption patterns, so as 
to realize the distinction between different consumer groups. In biology, clustering 
is used to analyze the classification of animals and plants, as well as clustering gene 
data to find genes with similar functions.

In clustering algorithm, the measure of the difference between samples is based 
on the distance in feature space rather than the similarity between samples. In order 
to quantify the similarity of samples conveniently, a measure of sample space dis-
tance can be metric or semi-metric. Dissimilarity is usually called distance, which 
can be represented by d(x, y) . When x and y are similar, the value of d(x, y) is very 
small. When x and y are different, the value of d(x, y) is very large. There are three 
commonly used distance functions:

1.	 Minkowski distance
	   Suppose that n is the dimension of characteristic. x and y are corresponding 

characteristics. The Minkowski distance formula is:
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	   When r takes different values, the Minkowski distance formula evolves into 
some special distance measurement formulas.

	   When r = 1, the formula (1) is the absolute distance. That is:

 When r = 2, the formula (1) is the Euclidean distance. That is: 

2.	 Two order distance
	   Suppose that x and y are corresponding characteristics. The formula for the two 

degree distance measure of x and y is as follows: 

	   Among them, A is a nonnegative definite matrix.
	   Similarly, the two type distance metric formula can evolve into some special 

distance formulas.
	   When A is E of the unit matrix, the two type distance formula evolves into 

Euclidean distance formula.

	   When A is diagonal matrix, the two type distance formula evolves into the 
weighted Euclidean distance formula.

3.	 Cosine distance
	   The formula for cosine distance is as follows:

 The distances between the two classes have the following measurements.

(1)d(x, y) =

[
n∑

i=1

||xi − yi
||
r

]1∕r

(2)d(x, y) =

n∑

i=1

||xi − yi
||
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[
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||xi − yi
||
2

]1∕2

(4)d(x, y) = ((x − y)TA(x − y))1∕2

(5)d(x, y) =
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The shortest distance method: defines the distance between two elements with the 
smallest distance in two classes as the distance between two classes, that is, the dis-
tance between two classes.

The longest distance method: defines the distance between the two elements 
with the greatest distance in two classes as the distance between two classes, that 
is, the distance between two classes.

Central method: if a cluster Ci , x̄i represents the central point, x is a point in the 
class, that is, x ∈ Ci . The number of data in Ci is represented by ni , so the center 
of class Ci can be defined as:

The distance between classes of two classes is defined as the distance between 
classes of two classes.

Then the class distance between Ca and Cb is:

Class average method: it defines the distance between any elements in the two 
classes as the distance between classes.

3 � Implementation model of financial management information 
system based on Data Mining

3.1 � Thinking and structure of model

At present, the financial analysis work of many large enterprises or group com-
panies in our country still stays on manual analysis, or calculates some financial 
analysis indicators through financial software. Such traditional financial analysis 
models have the following main disadvantages:

1.	 The backward technology results in the analysis results being fixed reports and 
formats, which can not be flexibly presented according to the needs of decision-
making levels at all levels;

2.	 Financial analysis results often stay in a certain time or space, lacking continuity, 
and can not dynamically reflect a problem;

(8)DS(Ca,Cb) = min
{
d(x, y)|x ∈ Ca, y ∈ Cb

}

DL(Ca,Cb) = max
{
d(x, y)|x ∈ Ca, y ∈ Cb

}

(9)x̄i =
1

ni

∑

x∈Ci

x

(10)DC(Ca,Cb) = d(ra, rb)

(11)DG(Ca,Cb) =
1

mh

∑

x∈Ca

∑

y∈Cb

d(x, y)
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3.	 Because of the huge workload, the response speed is slow and the timeliness is 
poor.

4.	 The scope of analysis is narrow and can not be combined with other departments 
of the enterprise for comprehensive analysis. Therefore, the establishment of an 
effective financial management information system is of great significance.

According to the characteristics of data warehouse and data mining technology, a 
frame structure is built here, as shown in Fig. 4.

Based on this framework, we will apply data warehouse and data mining technol-
ogy to financial management, and build an excellent financial management infor-
mation system. In order to avoid the drawbacks of the traditional financial system, 
a financial management information system model based on data mining and data 
warehouse technology is established. The structure of the model is shown in Fig. 5. 
From the structure diagram, we can clearly see the analysis basis of the model. For 
the data mining model based on data warehouse, the system is divided into two 
subsystems: financial information processing subsystem and financial management 
decision-making subsystem.

Fig. 4   A data mining framework based on data warehouse
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3.2 � Related data preparation

1.	 Data acquisition
	   Data in data warehouse comes from many kinds of economic business of enter-

prises. Under event-driven architecture, business events are taken as atomic units 
to collect data. The method is as follows: (1) Establish a model to describe the 
basic characteristics of business processes and events, so as to determine the 
entities involved, and then use the entity relationship (ER) model graph or object-
oriented (OO) model to represent entities and objects, as well as their meanings 
and relationships with each other. Entities can be events, people, objects, locations 
and concepts. Each entity is described by a finite set of attributes (characteristics). 
(2) use entity relationship (ER) model as guidance to create entity data structure 
table and identify key attribute of table. (3) storing tables in the data warehouse 
and realizing the connection between tables through the primary key of the table. 
(4) When economic business occurs, the attribute values of entities are input 
into physical data tables by salesmen, bar code input machine or other data input 
means. (5) To standardize, filter and match these business data, purify and label 
the time stamp of data, and integrate the data from these heterogeneous informa-
tion sources tightly to meet the needs of data mining.

2.	 Data selection and classification processing
	   The data in the data warehouse are selected and classified according to the 

needs of financial information processing and financial management decision-
making. The data needed in the two fields are separated to form the data mart 
of financial information processing and financial management decision-making. 
Based on the data mart of financial information processing, the driver program 
of financial information accounting is developed to generate various visual infor-

Fig. 5   Financial management information system model based on data warehouse and data mining
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mation reports according to the needs of users. Because financial management 
decision-making needs to make use of the information provided by financial 
information processing, the data processed by the financial information process-
ing subsystem should be returned to the data warehouse besides being provided 
to the information users. After data warehouse processing, it joins the financial 
management decision-making data mart. On this basis, using data mining technol-
ogy, it establishes the management decision-making driver to provide decision 
support for enterprise managers.

3.3 � Financial information processing subsystem

Financial information processing involves a great deal of business content. At the 
same time, due to the limited space, this paper takes the sales/receipt business pro-
cess as an example to illustrate its implementation under the event-driven architec-
ture. In order to describe the relationship among events, resources, locations and 
participants in the sales/receipt business process, and the impact of business rules 
and characteristics controlling the business process on the relationship between enti-
ties, a general REAL model is presented, as shown in Fig. 6.

According to Fig. 6, key attributes of various basic tables, supplementary tables 
and tables can be established. Event basic tables include customer order table, 
removal inventory table, shipment commodity table and receipt table. Incident sup-
plementary tables include order/inventory, removal/inventory, shipment/commodity, 
receipt/shipment, receivables/shipment, receivables/receivables, and resource tables 
include inventory, cash and receivables. Participants’ tables include employee list, 
customer list, cashier form and bank form. The data items of each table (due to lim-
ited space, the content of data items is slight) are composed of attributes describing 

Fig. 6   REAL model of sales/receivables business
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the entities of the table. By connecting these tables with the primary keys of each 
table, an output view without quantity restriction can be developed.

Assuming that starting with recording a cash, the cash income comes from the 
customer’s payment of the invoice, the driver must access the cash receipt form, the 
customer form, the employee form, the cash form, the shipping commodity form 
and the receipt/shipment form in order to record the cash income. The procedure 
adds a record reflecting the cash receipt to the cash receipt form, and adds a record 
to the receipt/shipment form for each invoice corresponding to the cash receipt. The 
data needed to generate sales invoices are stored in the shipping commodity table, 
inventory table, employee table, customer table, shipping/merchandise table. The 
data needed to generate the vouchers can be easily accessed by connecting keywords 
of the data tables. The generation of sales invoices without cash receivables and 
the record of accounts receivable are similar to those mentioned above. Under the 
event-driven architecture, the balance of accounts receivable in the general ledger 
can be obtained by subtracting the total sales from the shipping commodity state-
ment from the total customer payments received in the receipt statement. For the 
detailed accounts receivable, the required information can be obtained by formatting 
the output according to the customer; for the total sales in the profit and loss state-
ment, the user only needs to add up the sales in the shipping commodity table with 
the specified starting and ending time. For the data of items in the balance sheet, it is 
only necessary to query the balance of the resource table (such as the inventory table 
and the accounts receivable table) on a specific date. It should be pointed out that 
the accounting data processing scheme under the event-driven architecture is only a 
change of data collection, storage and processing methods, and does not violate the 
accounting standards and systems that regulate how to report financial statements 
information.

4 � System evaluation and experimental analysis

In the test of three common data sets, the generation rules of common data sets and 
the corresponding attribute information are introduced. Then, different common 
data sets are selected on the experimental platform, and the number of samples of 
a single tree is input. After running the program, the test results are obtained. When 

Table 1   Comparison of test results for common datasets

Dataset/project MONKS  
problem

ABC alphabet 
data set

A–E alphabet 
data set

SEA data set

Training sample size 319 1592 2575 50,000
Test sample size 135 802 1310 10,000
Sample number of single tree 100 200 100 200 200 400 500 1000
Training accuracy rate 95.20% 94.30% 96.50% 97.40% 86.70% 87.30% 99% 98.60%
Test accuracy 66.30% 69.20% 94.50% 95.60% 80.30% 80.40% 90.60% 90.70%
Run time (SEC) 0.75 0.91 32 28 108 119 192 197
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testing with MONKS-1 data set, the performance of integrated classifier is not very 
good, but for other data sets, the performance of integrated classifier is very good. 
As shown in Table 1 and Fig. 7, it can be found that the average training accuracy 
and test accuracy remain basically unchanged for each data set with the same num-
ber of training samples and test samples when selecting different sample numbers 
of a single tree. It shows that the performance of the system is relatively stable, and 
the running time will increase with the increase of the number of samples. The run-
ning time of the MONKS data set with the least samples is only 0.7 s, and the long-
est time appears in the test of SEA data set. Because SEA data sets have the largest 
number of samples, the structure of decision tree is more complex, but more than 
three minutes is acceptable here.

In the test of three financial data sets, firstly, some data extracted from the origi-
nal financial system are enumerated and sorted out. Then, different financial data 
sets are selected on the experimental platform, and the sample number of a single 

Fig. 7   Correct comparison chart

Table 2   Comparison of test results for financial data sets

Dataset/project Goods and services 
expenditure data set

Payroll and welfare 
expenditure data set

Traffic cost data 
set

Training sample size 736 754 693
Test sample size 300 300 300
Sample number of single tree 10 20 10 20 10 20
Training accuracy rate 96.30% 94.50% 99.1% 99.2% 96.3% 96.4%
Test accuracy 89.40% 90.20% 96.1% 92.7% 89.5% 88.7%
Run time (SEC) 4.5 6.8 1.9 1.3 3.9 6.4
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tree is input. After running the program, the test results are obtained. As shown in 
Table 2 and Fig.  8, it can be seen from the observation that the number of train-
ing samples is the same as the number of testing samples. Although the number of 
single tree samples is different, the average training accuracy and testing accuracy 
are relatively high, basically between 88% and 99%. It shows that the performance 
of classification prediction is quite good, and the running time is very short. The 
data set of wage and welfare expenditure has fewer fields, fewer branches of deci-
sion tree and simple structure, so it runs fast with only 1.2 s. The data sets of goods 
and services expenditure have relatively more fields, more branches of decision tree 
and more complex structure, but the longest running time is only 6.9  s, which is 
acceptable.

Generally speaking, both public data sets and business data sets can run smoothly 
with less time and no program errors. The test results (except MONKS-1 data set) 
basically meet the pre-requirements, especially on the test financial data set, the 
accuracy rate has reached more than 80% and maintained a stable state, indicating 
that the algorithm is suitable for the use of peacetime work, and can play a sup-
porting role in the financial work of the state tax. This test is only part of the data 
set, there are a large number of financial data sets have not been tested, which sub-
jects of data analysis can be used in practical work, need to be tested before making 
conclusions.

The algorithm also has the following disadvantages:

1.	 Because when a single sample arrives, the integrated classifier is updated, and the 
establishment of a single tree is time-consuming. When a large number of samples 
arrive, the operation efficiency decreases significantly, resulting in a decline in 

Fig. 8   Correct comparison chart
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the speed of operation. Moreover, it is only suitable for data sets that can reside 
in memory. When the training set is too large to reside in memory, the program 
will interrupt execution.

2.	 Because ID3 itself is a non-incremental learning algorithm, at the same time, 
when calculating information gain, it tends to choose attributes with more values, 
some of which are unreasonable, and other commonly used algorithms can be 
considered to replace them.

3.	 In the process of constructing the decision tree, it is necessary to scan and sort 
the data sets in order many times, which leads to inefficient algorithm.

4.	 A lot of manual judgement is needed, which is not intelligent enough. Noise is 
more sensitive, noise refers to the training class attribute class error or missing 
data.

5.	 The experimental platform has not been fully integrated into the financial manage-
ment system. It is not very convenient to use it by calling the interface program.

5 � Conclusion

This paper presents a framework of data mining and clustering analysis model for 
financial management information system based on improved genetic algorithm. 
Combining with relevant knowledge of financial analysis, an event-driven architec-
ture is adopted to build a financial management information system model based 
on data mining technology. It can not only bring the ability of data warehouse and 
data mining technology into full play in decision support, but also make full and 
effective use of enterprise financial information and non-financial information. But 
in fact, the existing financial information system is basically based on the traditional 
financial information system architecture. At the same time, the application of data 
warehouse and data mining technology in the field of financial analysis is still in 
the initial stage, so the main purpose here is to build a train of thought. Three com-
mon datasets and three national tax financial expenditure datasets are selected to 
test the algorithm on the experimental platform. The test results show that except 
MONKS-1 dataset, the accuracy of the other datasets is more than 80%. Moreover, 
in the case of different sample numbers, the accuracy rate keeps relatively stable or 
rising, which shows that these data sets are well adapted to the classification algo-
rithm and play an assistant role in the actual financial work.
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